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Abstract 

Introduction: The primary objective of this research is to resolve the fundamental and 

critical trade-off between prediction accuracy and computational efficiency in stock price 

forecasting models. Despite the ability of advanced deep learning models, such as LSTM 

and Transformer, to achieve high accuracy, their heavy processing costs and high latency 

present serious challenges for their practical deployment in online, time-sensitive financial 

ecosystems. This issue highlights a significant research gap: the absence of an integrated 

framework capable of systematically and intelligently optimizing these two conflicting 

objectives simultaneously. In response to this need, this study introduces a hybrid, adaptive, 

and self-optimizing framework named DE-Optimized AT-M(OS-ELM), specifically 

designed to find an optimal balance between these two metrics. The ultimate goal is to 

provide a practical and realistic solution that maintains competitive statistical accuracy while 

adapting to streaming data with extremely high speed, paving the way for the 

operationalization of artificial intelligence in real-time algorithmic trading systems. 

Method: The methodology of this research is based on a multi-layered and intelligent 

architecture. The proposed framework, DE-Optimized AT-M(OS-ELM), integrates three 

key components: (1) Base Learner (OS-ELM): The Online Sequential Extreme Learning 

Machine is utilized for fast learning and instantaneous adaptation to new data without 

requiring complete retraining. (2) Adaptive Ensemble Structure (AT-M): To enhance 

stability and manage noise and "concept drift," multiple OS-ELM models are placed in an 

ensemble structure. The weight of each model is dynamically adjusted based on its recent 
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performance within a sliding time window, using an "Adaptive Trust-weighted" mechanism. 

(3) Optimization Engine (DE): The Differential Evolution algorithm is employed for the 

automatic and intelligent optimization of the model's key hyperparameters. The core 

innovation of this research is the design of a dual-objective function for the DE algorithm, 

which simultaneously minimizes prediction error (RMSE) and computational cost (training 

time). For a comprehensive performance evaluation, a 14-year historical dataset (2010-2023) 

of five key assets from the US stock market was used. The proposed model was 

benchmarked against a diverse set of models, including ARIMA, Random Forest, SVR, 

LSTM, and Transformer. Model performance was assessed using multi-dimensional metrics 

for both accuracy (RMSE, MAE, R²) and efficiency (training and prediction time), and the 

statistical significance of the results was confirmed using the Wilcoxon non-parametric test. 

Results and Discussion: The quantitative and qualitative evaluation results demonstrated 

that the proposed framework successfully achieved its objectives. In terms of accuracy, the 

proposed model delivered highly competitive performance, proving to be statistically 

superior or entirely on par with state-of-the-art deep learning models (LSTM and 

Transformer) (p < 0.05). Its superiority was particularly evident in the Directional Accuracy 

(DA) metric, which is critical for algorithmic trading, with an average of 66.1%. The most 

prominent finding emerged in the dimension of computational efficiency; with an average 

training time of less than one second, the proposed model registered a speed that was 

hundreds of times faster than advanced deep learning models. This dramatic reduction in 

computational cost represents a decisive and definitive advantage for practical applications. 

Visual analyses also confirmed these findings; the trade-off analysis plot uniquely positioned 

the proposed model in the "sweet spot" (high accuracy, low cost), and the rolling error 

analysis revealed that the model maintains higher performance stability, especially during 

periods of high market volatility. 

Conclusion: This research demonstrates that the solution to the accuracy-speed challenge in 

financial forecasting does not necessarily lie in greater architectural complexity but rather in 

a smart and targeted system engineering approach. The DE-Optimized AT-M(OS-ELM) 

framework, by intelligently integrating online learning, adaptive ensembling, and dual-

objective optimization, establishes a systematic and effective balance between accuracy and 

efficiency. The model not only achieved accuracy on par with or superior to state-of-the-art 

models but did so at a computational cost that is orders of magnitude lower. This 

achievement challenges the paradigm of focusing exclusively on complex models and 

highlights the importance of designing practical and efficient solutions. The proposed 

framework, as a powerful tool, holds significant potential for implementation in algorithmic 

trading systems and real-time financial analytics, marking an important step toward the 

practical operationalization of artificial intelligence in finance. 

Keywords: Stock Price Prediction, Online Ensemble Learning, Accuracy-Efficiency Trade-

off, Multi-Objective Optimization, Extreme Learning Machine (ELM). 1 
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چارچوب   کی سهام:  متیق ی نیبشیتوازن دقت و سرعت در پ یسازنهیبه

 ی بر تکامل تفاضل  یمبتن ی قیو تطب ی گروه  نیآنلا یر یادگی
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 1چکیده 

 ی نیبشیپ  یهادر مدل  یمحاسبات  ییو کارا  ینیبشیدقت پ  انیم  یدیو کل  نیادیپژوهش، حل تقابل بن  نیا  یهدف اصلهدف:  
به دقت    یابی ، در دستTransformerو    LSTMمانند    شرفته،یپ  قیعم  یر یادگی  یهامدل  ییتوانا  رغمیسهام است. عل  متیق

و    نیآنلا  یمال  یهاستمیها را در اکوسمدل   نیا  یاستقرار عمل   ها،آن   یبالا  یزمان  ریو تأخ  ی پردازش  نیسنگ  یهانه یبالا، هز
  کی: فقدان  سازدیم  انیمهم را نما  یقاتی شکاف تحق  کیمسئله    نیمواجه ساخته است. ا  یحساس به زمان، با چالش جد

سازد.   نهیبه   ماندو هدف متعارض )دقت و سرعت( را همز نیو هوشمند، ا کیستماتیکه بتواند به صورت س کپارچهیچارچوب 
-DE-Optimized AT-M(OSبا نام    سازنهیو خودبه   یقیتطب  ،یبیچارچوب ترک  کی پژوهش    نیا  از، ین  نیدر پاسخ به ا

ELM) ارائه   ،ییشده است. هدف نها یطراح اریدو مع نیا  انیم نهیبه   یتوازن افتنی یکه به طور خاص برا کندیم یرا معرف
سازگار    یانیجر  یهابالا با داده   اریبتواند با سرعت بس  ،یرقابت  یضمن حفظ دقت آمار  کهاست    انهیگراو واقع   یعمل  یراهکار

 بلادرنگ هموار کند. یتمیالگور یمعاملات یهاستمیدر س یهوش مصنوع یسازیکاربرد یرا برا ریشود و مس

پا  نیا  یشناسروش  روش:  بر  پ  هیچندلا  یمعمار  کی   یهیپژوهش  چارچوب  است.  استوار  هوشمند  -DE  ،یشنهادیو 

Optimized AT-M(OS-ELM)هیپا  رندهیادگی(  1: )سازدی م  کپارچهیرا    یدی، سه مؤلفه کل  (OS-ELMاز ماش :)ن ی  
ن  دیجد  یهابا داده   ی آن  قیو تطب  ع یسر  یریادگی  ی برا  یو متوال  نیآنلا  یحد  یریادگی بازآموز  از یبدون  استفاده    یبه  کامل 
مدل    نیمفهوم«، چند  ریی»تغ  دهیو پد  زینو  تیریو مد  یداریپا  شیافزا  یبرا  (:AT-M)  یقیتطب  ی( ساختار گروه۲. )شودیم
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OS-ELM    پنجره   کیآن در    ریبر اساس عملکرد اخ  ایاند و وزن هر مدل به صورت پوقرار گرفته  یساختار گروه  کیدر
 یتکامل تفاضل تمی: از الگور(DE) یسازنه ی( موتور به 3. )شودی م میبر اعتماد« تنظ یمبتن یده»وزن  زمیبا مکان غزان،ل یزمان
  ک ی  یپژوهش، طراح  نیا  ی محور  ی. نوآورگرددیمدل استفاده م  یدیکل  یخودکار و هوشمند ابرپارامترها  یسازنهیبه   یبرا

)زمان آموزش(    یمحاسبات   نهیو هز(  RMSE)  ینیبشیپ  یطور همزمان خطا  هاست که ب  DE  تمیالگور  یتابع هدف دوگانه برا
بازار   یدیکل  یی( پنج دارا۲0۲3-۲010ساله )  14  یخ یتار  یهاجامع عملکرد، از مجموعه داده   یابیارز  ی. براکندیم  نهیرا کم

و    SVR  ،LSTM  ،یادف، جنگل تصARIMAشامل    یمتنوع  یمبنا  یهابا مدل  یشنهادیاستفاده شد. مدل پ  کایسهام آمر
Transformer شامل دقت  یچندبعد یارهایها با مع. عملکرد مدلدیگرد سهیمقا(RMSE, MAE, R²و کارا )زمان   یی(

 شد.  دییتأ لکاکسونیو ک یبا آزمون ناپارامتر جینتا یآمار یو معنادار دهی( سنجینیبشیآموزش و پ

است. در بُعد دقت،   افتهیبه اهداف خود دست    تیبا موفق  یشنهادینشان داد که چارچوب پ  یفیو ک  یکم  یابیارز  جینتا  ها: یافته
 یریادگی  یهامدل  نیترشرفتهیتراز با پکاملاً هم  ای برتر    یکسب کرد که از نظر آمار  یرقابت   اریبس  یعملکرد  یشنهادی مدل پ

  ی که برا  (DA)دار  دقت جهت  اریدر مع  ژهیمدل به و  نیا  ی(. برترp < 0.05بود )  (Transformerو    LSTM)  قیعم
شد؛    انینما  ی محاسبات  ییدر بُعد کارا  افته،ی  نتریبرجسته.  بود  مشهودتر  ٪ 66.1  نیانگیاست، با م   یاتیح  یتمیمعاملات الگور

از    نیانگیبا م  یشنهادیمدل پ ب  یسرعت  ه،یثان  کیزمان آموزش کمتر    ی هااز مدل  ترع یسر  رابررا به ثبت رساند که صدها 
  ی عمل  یکاربردها  یبرا  کنندهن ییقاطعانه و تع  یبرتر  کی  ،یمحاسبات  نهیهز  ریکاهش چشمگ  نیبود. ا  قیعم  یریادگی  شرفتهیپ

در »نقطه    ییرا به تنها  یشنهادیتوازن، مدل پ  لیکرد؛ نمودار تحل  دییرا تأ  هاافته ی  نیا  ز ین  یبصر  یهالی. . تحلشودیمحسوب م
را، به خصوص    یعملکرد بالاتر  یداریمدل پا  نیلغزان نشان داد که ا  یخطا  لی( قرار داد و تحلنییپا  نهی)دقت بالا، هز  نه«یبه 

 کندی پرنوسان بازار، حفظ م یهادر دوره

  ی دگیچیلزوماً در پ  ،یمال  ینیبش یسرعت در پ-نشان داد که راهکار غلبه بر چالش دقت  ت یپژوهش با موفق  نیاگیری:  نتیجه 
-DEهدفمند قرار دارد. چارچوب    یسازنهیهوشمند و به   ستمیس  یمهندس  کردیرو  کیبلکه در    ست،ینهفته ن  هایمعمار  شتریب

Optimized AT-M(OS-ELM)    یسازنه یو به   یقیتطب  یگروه  یداریپا  ن،یآنلا  یریادگیهوشمندانه    یسازکپارچه یبا 
  ی هابرتر از مدل  ایسطح  هم  یمدل نه تنها به دقت  نیبرقرار کرد. ا  ییدقت و کارا  انیو مؤثر م  کیستماتیتوازن س  کیدوهدفه،  

دستاورد،    نی. ارساندکمتر است، به انجام    اسیمرتبه مق  نیکه چند  یمحاسبات  یانهیکار را با هز  ن یبلکه ا  افت،یدست    شرفتهیپ
و کارآمد  یعمل  یراهکارها ی طراح  تیو اهم کشدیرا به چالش م  دهیچیپ یهابر مدل یبر تمرکز انحصار  ی غالب مبن کردیرو

 یمعاملات  یهاستمیدر س  یسازادهیپ  یبرا  ییبالا  لیابزار قدرتمند، پتانس  کی. چارچوب ارائه شده به عنوان  سازدیرا برجسته م
محسوب    یدر امور مال  یهوش مصنوع  یعمل  یسازیمهم در جهت کاربرد   ی بلادرنگ دارد و گام  یمال  یهالیتحلو    یتمیالگور
 . شودیم

 

  ی ریادگی  نیچندهدفه، ماش  یسازنهیتوازن دقت و سرعت، به   ،یگروه  نیآنلا  یریادگیسهام،    متیق  ینیبشیپها:  واژهکلید
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  . مقدمه1
 راتییکته بته تغ_ 1مفهوم  رییتغ  یدیت کل یدهیت بتالا و پتد زینو  ،یرخطیغ  تیت متاه لیت ستتتهتام، بته دل  متتیق  قیدق  ینیبشیپ

مدرن    یمال  یدر بازارها  نیادیبن  یهااز چالش  یکی  _  شتودیها اطلاق مداده ییربنایز  یدر الگوها  یجیتدر ای  یناگهان
به صتورت    ۲یانیجر یهاباشتند، بلکه بتوانند با داده قیدق تنهااستت که نه   ییهامدل ازمندین ط،یشترا  نی. ا[16]استت
،   4و مبدل  3یمدت طولانمانند حافظه کوتاه قیعم یریادگی  شترفتهیپ یهاستازگار شتوند. اگرچه مدل عیو ستر نیآنلا

دقت  انیم  نیادیبن   5تقابل  کی  جادیا  متیبه ق شرفتیپ  نیاند، اما اداده شیافزا یریرا به شکل چشمگ ینیبشیدقت پ
ها را در  مدل  نیکاربرد ا  ،یو زمان آموزش طولان نیستنگ  یمحاستبات یهانهیتمام شتده استت. هز  یمحاستبات  ییو کارا
را   یدیکل  یقاتیشتکاف تحق کی  ت،یمحدود  نی[. ا17، 14]  ستازدیم یرعملیو حستاس به زمان، غ  6برخط  یهاطیمح
دو هتدف متعتارض، امکتان   نیا کیت ستتتتمتاتیستتت   یستتتازنتهیکته بتا به  کپتارچتهیچتارچوب   کیت بته  ازیت : نستتتازدیم انیت نمتا
 بازار را فراهم آورد. یموقت یهاییمؤثر از ناکارا یبرداربهره

با تکامل   شتتتدهنهیو به  یقیتطب  ،یگروه نیآنلا  یریادگیچارچوب   " کیپژوهش   نیشتتتکتاف، ا  نیپر کردن ا یبرا

  ی دار ی، پا 8یومتوال نیآنلا  یحد  یریادگی نیبا ماشت  عیستر نیآنلا  یریادگیچارچوب،   نی. ادهدیرا ارائه م "  7یتفاضتل
  کپتارچته یرا    10یتکتامتل تفتاضتتتل  تمیهوشتتتمنتد بتا الگور  یستتتازنتهیو به  9بر اعتمتاد  یمبتن  یدهوزن  زمیبتا مکتان  یگروه
 .[31،  ۲6،  ۲4]کندیم

  کپارچه ی  یمعمار  کی  یطراح(  1: )شتودیدر سته جنبه خلاصته م  قیتحق  نیا یاصتل  یو دستتاوردها یمحور  ینوآور
 تم یالگور یتابع هدف دوگانه برا کی یمعرف( ۲شتده استت؛ )  یستازنهیبه یبازار مال  یهاییایبا پو  یستازگار یکه برا

DE نیجامع ا  یاعتبارسنج(  3و )  کند؛یو سترعت آموزش را جستجو م ینیبشیپ  یخطا  انیتوازن م حیکه به طور صتر  
را در   یمحتاستتتبتات  ییقتاطع در کتارا یدقتت و برتر  اریت در مع یرقتابت اریت کته عملکرد بستتت   یواقع یهتاداده  یبر رو کردیرو
 .رساندیبه اثبات م شرفتهیپ یهابا مدل سهیمقا
نهفته استت که به طور   کپارچهیچارچوب    کیدر فقدان    یدیکل  یقاتیشتکاف تحق  کیکه   دهدینشتان م  اتیمرور ادب 

 م ی( تنظ3)  ،یقیتطب  یگروه یداری( پا۲)  ع،یستتر  نیآنلا یریادگی(1کند: ) تیریرا مد  یهمزمان هر چهار چالش اصتتل
. پژوهش حاضر با ارائه مدل یمحاسبات ییان دقت و کارایم  کیستماتی( توازن س4تر از همه، )ابرپارامترها، و مهم  نهیبه

DE-Optimized AT-M(OS-ELM)  یجامع برا یو راهکار دهدیشتتکاف را هدف قرار م نیا میبه طور مستتتق 
چتارچوب   نیا  یدیت کل  یو اجزا  یدر ادامته، معمتار  .دهتدیارائته م  یو عمل  انتهیت گراواقع  یمتال  ینیبشیپ  یهتاتوستتتعته متدل

 .گرددیم حیتشر لیبه تفص یشنهادیپ

 . مبانی نظری و پیشینه پژوهش2
بر   هیت بتا تک  ،یمتال  یبتازارهتا  ینیبشیپ یهتامتدل  یتکتامل  ریستتت  ی:دی  کل  یه او چ الش کرده ایتک ام ل رو ریس      

به     11متحرک  نیانگیم کپارچهی ونیرگرست مانند مدل خود  کیکلاست  یآمار یها، از مدلیآمار  یریادگی  یهاچارچوب

 
1 Concept Drift 
2 Streaming data 
3 Long Short-Term Memory (LSTM) 
4 Transformer 
5 Trade-off 
6 Online 
7  Adaptive Trust-weighted Multi (Online Sequential Extreme Learning Machine) Optimized with Differential Evolution 

(DE- Optimized AT-M(OS-ELM)) 
8 Online Sequential Extreme Learning Machine (OS-ELM) 
9 Adaptive Trust-weighted (AT) 
10 Differential Evolution (DE) 
11 Auto Regressive Integrated Moving Average (ARIMA) 
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 ی ستتازدر مدل  ،یمفروضتتات خط  لیبه دل هیاول یها. مدل[۲0]حرکت کرده استتت شتترفتهیپ  یهایستتمت معمار
و    LSTMمتاننتد     قیعم  یریادگیت   یهتا[. در پتاستتتخ، متدل30مواجته بودنتد ]  تیت بتازار بتا محتدود  دهیت چیپ  یهتاییایت پو

Transformer  را به شتدت  ینیبشیبلندمدت، دقت پ  یهایوابستتگ یستازدر مدل رینظیب ییظهور کردند که با توانا
به اثبات    زین  رانیا هیبازار سرما یهادهدا  یبر رو یآن در مطالعات داخل  یکه کارآمد  ی[؛ روند۲7، 14] دندیبهبود بخشت 

کرد و کاربرد   دیرا تشتد  یمحاستبات  ییدقت و کارا انیم  نیادیتقابل بن  شترفت،یپ  نیحال، ا  نی[. با ا3، ۲استت ] دهیرست 
چتالش   نیغلبته بر ا  یو حستتتاس بته زمتان بتا چتالش مواجته ستتتاختت. برا  نیآنلا  یهتاطیهتا را در محمتدل  نیا  یعمل

آن  یو متوال نینستخه آنلا ژهیو به و  (ELM)  یحد یریادگی  نیمانند ماشت  عیستر  یریادگی  یهایمعمار  ،یمحاستبات
(OS-ELM،)  [۲1]شتدند  یکارآمد معرف  ییبه عنوان راهکارهاOS- ELM . بدون  یانیجر یهابا امکان پردازش داده
-OSمنفرد مانند  یهارندهیادگیوجود،    نی[. با ا11مناستب استت ]  اریبست  ایپو یهاطیمح یبرا نه،یپرهز یبه بازآموز ازین

ELM16] مانندیم یباق ریپذبیمفهوم( آست  رییتغ دهیبازار )پد  یناگهان  راتییو تغ یمال یهاداده دیشتد  زی، در برابر نو ،
[. 33] به کار گرفته شتدند  یقیطبت  یگروه  یریادگی  یکردهایمفهوم«، رو  ریی»تغ  تیریو مد  یداریپا شیافزا  ی[. برا34
بتازار ستتتازگتار   راتییخطتا را کتاهش داده و بتا تغ  انسیت هتا، وارآن  یایت پو  میمتدل و تنظ  نیچنتد  بیت هتا بتا ترکچتارچوب نیا
گروه بر استاس    یوزن به اعضتا یایپو  صیبر اعتماد با تخصت  یمبتن  یدهمانند وزن ییهازمی[. مکان35،  19] شتوندیم

اخت  شتتتتد  ستتتتتمیستتت   قتتاومتتتمت   رشتتتتان،یت عتمتلتکترد  دربترابترنتوستتتتانتتات  [. 15  ،7]  دهتنتتدیمت   شیت دافتزایتت را 
گتام مهم در جهتت ستتتاختت  کیت   ،یقیتطب  یگروه  یستتتاختتارهتا نیبتا ا(   OS-ELMمتاننتد)نیآنلایهتارنتدهیادگیت بیت ترک
 حال سازگار بوده است. نیو در ع قیدق یهامدل
که  یوابستتته استتت؛ چالشتت    1ابرپارامترها قیدق  میبه شتتدت به تنظ  یبیترک  یهایمعمار نیحال، عملکرد ا نیبا ا
تکتامتل   هتا،تمیالگور نیا  انیت انتد. در مپتاستتتخ بته آن بته کتار گرفتته شتتتده  یبرا  یفراابتکتار  یستتتازنتهیبه  یهتاتمیالگور
خود را در  تیکسب کرده و موفق یجهان یاعتبار  ،یرخطیو غ دهیچیبالا در حل مسائل پ  ییکارا  لیبه دل (DE)یتفاضل
قدرت،  نی[. با الهام از ا31، ۲8، 9هوشتمند به اثبات رستانده استت ] یهاستتمیستازه تا ست  یاز مهندست   یمتنوع  یهاحوزه

 ت یدمحدو کی[. اما  ۲5، ۲3، 1اند ]استتتفاده کرده ینیبشیپ یهامدل قیدق میتنظ یاز آن برا  زین یمحققان حوزه مال
گرفتن   دهیدقت و ناد اریمع یبر رو یسازنهیبه یندهایفرآ  یمانده است: تمرکز انحصار یها باقپژوهش  نیدر ا  یدیکل
 ی کاربردها یهستتند، اما برا قیکه هرچند دق شتودیم ییهااغلب منجر به انتخاب مدل  کردیرو  نی. ایمحاستبات نهیهز

 .مانندیم یو ناکارآمد باق یرعملی، غ  ۲بلادرنگ
  نی متاشتتت  یریادگیت بر   یمبتن  یکردهتایرو:  یتمیمع املا  الوور  ییای  بر ب ازار ک ارا و پو یمبتن  یچ ارچوب مفهوم 

خود،  یقومهیدر فرم ن ژهیوبه  ه،ینظر  نی. ارندیگیبازار کارا  قرار م هیستتهام، در تقابل با فرضتت   متیق ینیبشیپ یبرا
 ق یاز طر  یرعادیمنعکس شتده و امکان کستب ستود غ  هامتیبه سترعت در ق یکه تمام اطلاعات عموم کندیم انیب

  ی هتا یبر وجود نتاهنجتار  یمتال  اتیت متعتدد در ادب  یشتتتواهتد تجرب  ن،ی[. بتا وجود ا13نتدارد]  وجوداطلاعتات    نیا  لیت تحل
 ی هایریچون ستتوگ  یدلالت دارند که عمدتاً به عوامل یرخطیغ  یخردستتاختار بازار  و الگوها  یهاییمدت، ناکاراکوتاه
 [.17]شوندیداده م سبتدر پردازش اطلاعات ن ریو تأخ  یمعاملات یهانهیهز گذاران،هیسرما  یرفتار

فرض استتوار استت که  نیبازار کارا را ندارد؛ بلکه بر ا  هینقض کامل فرضت  یمقاله، ادعا نیدر ا  یشتنهادیچارچوب پ

هتا آن  ییقتادر بته شتتتنتاستتتا  یخط  یآمتار  یهتادر بتازار وجود دارنتد کته متدل  "یو موقت  یموضتتتع  یینتاکتارا  یهتاحبتاب"
و زودگذر را با ستتترعت بالا  دهیچیپ  یالگوها  نیاستتتت که بتواند ا یپژوهش، توستتتعه ابزار نی[. هدف ا30]ستتتتندین

 کند. یبردارها بهرهکرده و از آن  ییشناسا

 
1 Hyperparameters 
2 Real-time 

59 



 1404 سال  -(3)  15  دوره  – یانداز مديريت مالچشم                                                                                                        60

شتتتده  لیبازار تبد ییایدر پو  کنندهنییعامل تع کیو فرکانس بالا، خود به    یتمیظهور معاملات الگور  ن،یعلاوه بر ا

 ی را که هدف اصل  "یمحاسبات  ییکارا"و   "دقت"  انیبر سر سرعت، تقابل م دیرقابت شتد جادیبا ا  هاستتمیست   نیاستت. ا
 ی به طور مداوم الگوها تواندیم  یمعاملات تمیهزاران الگور انیمتعامل    ن،ی[. همچن18اند]کرده دیمقاله استت، تشتد  نیا

نته    یامروز  یموفق در بتازارهتا  ینیبشیمتدل پ  کیت   ن،یکنتد. بنتابرا  جتادیرا ا  "مفهوم  رییتغ"  دهیت دهتد و پتد  رییبتازار را تغ
. چارچوب ابدیبقا  یو رقابت ایپو ستتمیاکوست   نیباشتد تا بتواند در ا  زین  ریپذقیو تطب  عیستر دیباشتد، بلکه با  قیدق  دیتنها با
مفهوم(، به طور  رییتغ تیریمد ی)برا  یقیتطب یسترعت( و ستاختار گروه ی)برا نیآنلا یریادگیهمزمان بر   دیما با تاک
 شده است. یطراح نینو یهاچالش نیپاسخ به ا یبرا میمستق

 یمعمتار کیت   ،DE- Optimized AT-M(OS-ELM)  ،یشتتتنهتادیچارچوب پی:  ش  نه ادیچارچوب پ یمعم ار
چارچوب بر سته جز   نیشتده استت. ا  یطراح  ایپو  یمال  یبازارها  یهاغلبه بر چالش یاستت که برا  یقیو تطب  هیچندلا 
  -AT  یقیتطب  ی( ستاختار گروه۲)  ع،یستر نیآنلا  یریادگی یبرا OS-ELM  هیپا  رندهیادگی( 1استتوار استت: )  یدیکل

M(OS-ELM)   یستازنهی( موتور به3مفهوم«، و ) ریی»تغ تیریو مد یداریپا شیافزا یبرا DE خودکار  میتنظ یبرا
 دقت و سرعت. انیابرپارامترها و توازن م

وفاز استتتقرار  1نیآفلا  یستتازنهیآن )فازبه یداده در دو فاز اصتتل انیو جر  یمعمار نیاز ا یکل  ینما  کی،  1شتتکل
 .شوندیشرح داده م لیاجزا به تفص نیاز ا کی. در ادامه، هر کشدیم ری( را به تصو ۲نیآنلا
 

 
 DE-Optimized AT-M(OS-ELM) یشنهادیچارچوب پ  یمعمار : 1شکل 

 
سترعت بالا  لیاستتوار استت که به دل OS-ELM  رندهیادگیاستاس چارچوب ما بر    :(OS-ELM)  هیپا  رندهیادگی

  شتخوریپ  یشتبکه عصتب  کی. OS-ELMکامل( انتخاب شتده استت   یبه بازآموز  ازی)بدون ن یانیجر یریادگی ییو توانا
به صورت   (β)  یخروج هیلا   یهاشده و تنها وزن یمقدارده  یآن به صورت تصادف  یورود  یهااست که وزن  3هیلا تک
 .شوندیمحاسبه م عیو سر  یلیتحل

 
1 Offline Optimization Phase 
2 Online Deployment Phase 
3 Single Layer Feedforward Network (SLFN) 
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 نهیکند، که معادل کم نهیرا کم ریز یخطا 1وس یاستتت که مجذور نرم فروبن β افتنیمجموعه داده، هدف  کی یبرا
 کردن مجموع مربعات خطاها است:

(1) ‖Hβ -T‖F
2  

 
 

بته صتتتورت  نتدیفرآ  نی، اOS-ELMهتدف استتتت. در   ریبردار مقتاد  Tو پنهتان   هیت لا   یخروج سیمتاتر  Hکته در آن   
  ی روزرستان به  یمیقد یهابه داده  یبه دستترست  ازیبدون ن βو  شتودیها انجام ماز داده دیهر بلوک جد یو برا یبازگشتت

 [.۲6] سازدیم آلدهیا یانیرج یهابر داده یمبتن یکاربردها یآن را برا یژگیو نی. اگرددیم
 OS-ELMمفهوم«، ما    رییو »تغ  زیمنفرد در برابر نو  یهارندهیادگیغلبه بر ضتع   یبرا  ی:قیتطب یس اختار گروه

شتتده و   لیتشتتک OS-ELMمستتتقل    رندهیادگی  Mستتاختار از  نی. امیقرار داد  یقیتطب یستتاختار گروه  کیرا در 
 :شودیمحاسبه م ایپو  یوزن بیترک کی قیاز طر یینها ینیبشیپ

 
(۲) 

Yensemble(t)= ∑  

M

i=1

wi(t)yi
(t) 

 

 

ها به صتتورت مداوم بر وزن  نیاستتت. ا  tآن در زمان   یقیوزن تطب  wᵢ(t)ام و i  -عضتتو ینیبشیپ  yᵢ(t)که در آن  
عملکرد   راًیکه اخ  یی. اعضتاشتوندیم  یروزرستانبه  Wبا طول  ۲لغزان یپنجره زمان  کیهر عضتو در   ریاستاس عملکرد اخ

به  دهدی، به مدل اجازه م(AT) بر اعتماد یمبتن  یدهوزن  زمیمکان  نی. اکنندیم افتیدر یشتریاند، وزن بداشته  یبهتر
 [.۲4کند] هیتک تریقو یبازار سازگار شده و به اعضا راتییسرعت با تغ

استت که در  یدیکل یاز ابرپارامترها یکیعملکرد(  یابیارز یبرا ی)طول پنجره زمان  Wلازم به ذکر استت که پارامتر  
 .گرددیم میبه صورت خودکار تنظ DE سازنهیبه  تمیمرحله بعد، توسط الگور

بردار  قیدق میبه تنظ یبیچارچوب ترک نیعملکرد ا :(DE)  یبا تکامل تفاض  ل  یدیکل یپارامترها  یس  ازنهیبه
، (L) پنهان هیلا  یهانورون ، تعداد(M)گروه   یهارندهیادگیپارامترها شتامل تعداد    نیآن وابستته استت. ا یابرپارامترها
 نیا  نهیبه  بیترک  افتنیباشتتند. به منظور  یم(  α)  تیحستتاستت   بیو ضتتر  (W) یطول پنجره زمان  (،C)  میپارامتر تنظ

 [.6استفاده شده است ] (DE) یتکامل تفاضل تمیاز الگور ک،یستماتیبه صورت س p⃗=[ M, L,C,W,α] رامترهاپا
 ح،یتابع هدف دوگانه نهفته استت که به طور صتر  کی  یپژوهش در طراح نیا یمحور ینوآور : 3تابع هدف دوگانه

 ی برا  4یستگی. تابع شتاکندیم  یستازنهیهدف واحد به کیرا به عنوان    یو سترعت محاستبات ینیبشیدقت پ  انیتوازن م
 آن است: یسازنهیشده و هدف، کم  یتعر یوزن بیترک کیبه صورت  p⃗هر بردار پارامتر 

 
(3) Minimize Fitness ( P⃗⃗) = θ⋅ faccuracy(p⃗⃗)+(1-θ)⋅ fspeed(p⃗⃗) 

 
 

مجموعه  یبر رو 5مربعات خطا نیانگیم  شتتهیمؤلفه دقت مدل استتت که با استتتفاده از ر faccuracy(p⃗⃗) فرمول،  نیدر ا
  7و برابر با کل زمان آموزش  دهدیرا نشان م یمحاسبات  نهیهز  زینfspeed(p⃗⃗) . مؤلفه  شودیمحاسبه م  6یداده اعتبارسنج

 
1 Frobenius Norm 
2 Sliding Window 
3 Dual-Objective Function 
4 Fitness Function 
5 Root Mean Squared Error (RMSE 
6 Validation Dataset 
7 Training Time 
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هستتند، هر دو   یمتفاوت  یهااس یمق یدو مؤلفه دارا نیکه ا ییاستت. از آنجا  یاعتبارستنج یهاهمان داده  یمدل بر رو

متناستب   یتا ستهم  شتوندی[  نگاشتت م0,1به بازه ] 1ممیماکز  _  ممینیم یستازبا استتفاده از روش نرمال بیقبل از ترک
 نی. در ارودیتوازن به کار م نیکنترل ا یدارد و برا قرار[ 0,1در بازه  ]θ   یوزن بیدر تابع هدف داشتته باشتند.  ضتر

θپژوهش، مقدار  =  نییبا سرعت پا  ییهامدل ،ینیبشیدقت پ یبر رو یاصل تیانتخاب شد تا ضمن حفظ اولو   0.7
 شوند. مهیجر یبه طور مؤثر

استت: اولًا، به عنوان    یدیکل لیبر دو دل یآگاهانه و مبتن  میتصتم  کی  ،ینیبشیزمان پ  یانتخاب زمان آموزش به جا
کردن  نهیدارد؛ لذا کم یبستتگ دیجد یهااز داده عیستر یریادگی ییآن به توانا یکاربرد عمل  ،یبیو ترت نیمدل آنلا کی
بر زمان  یشتتریب اریبست   ری( تأث Lمدل )مانند یاصتل یابرپارامترها اً،یتر استت. ثانهدف مرتبط کی  ،یریادگیدر  ریتأخ

 یستازنهیبه گنالیامر ست   نیاستت، و ا  زیعموماً ناچ  ELMبر   یمبتن  یهایکه در معمار  ینیبشیآموزش دارند تا زمان پ
 .آوردیفراهم م تمیالگور یرا برا  یتریقو

 شد: یسازادهیپ ریمطابق با مراحل استاندارد آن به شرح ز DE تمیالوور یاجرا ندیفرآ
 .پارامتر یاز بردارها  هیاول  تیجمع کی جادی: اهیاول  یمقدارده .1

با آن     M(OS-AT-(ELM مدل  ت،ی)بردار پارامتر( در جمع  "فرد"هر   ی: برا۲یستتتگیشتتا  یابیارز .2
آن محاسبه    یآموزش داده شده و مقدار تابع هدف دوگانه  برا یاعتبارسنج  یهاداده  یپارامترها بر رو

 .شودیم
  ی بر رو   یبه صتتورت تکرار 5و انتخاب  4بیترک ،3شتتامل جهش DE استتتاندارد یتکامل: عملگرها .3

 .شوندیاعمال م  تیجمع
 ابدییتوق  )مانند حداکثر نستل( ادامه م اریبه مع دنیتا رست  یتکامل ندیفرآ  نیا :ییخاتمه و انتخاب نها .4

 .گرددیانتخاب م ییحل نهاشده، به عنوان راه افتی ندیکه در طول کل فرآ یبردار پارامتر نیو بهتر

در دو  (DE-Optimized AT-M(OS-ELM))  یش  نهادیچارچوب پ ییاجرا  یو فازها  یکل  تمیالوور
 :کندیعمل م ریفاز مجزا به شرح ز

  شتودیاجرا م  یو اعتبارستنج  یآموزشت  یهاداده  یبر رو DE تمیمرحله، الگور نی: در انیآفلا یستازنهیفاز به .1
 .کند دایرا بر اساس تابع هدف دوگانه پ (*p) مجموعه ابرپارامترها نیتا بهتر

 ینیبشیپ یشتده و برا هیاول یمقدارده (*p) شتدهنهیبه ی: مدل با استتفاده از ابرپارامترهانیفاز استتقرار آنلا .2
گروه به صتتتورت مداوم با هر   یقیتطب  یهافاز، وزن نی. در ارودی( به کار میانی)جر  دیجد یهاداده  یبر رو

 .شوندیم  یروزرسانبه یگام زمان
بتا   DE-Optimized AT-M(OS-ELM)  یشتتتنهتادیپچتارچوب ی:ش  نه ادیم د  پ  و اهیو ج ا  یرق ابت  یای  مزا
طور . همانکندیمبنا کستب م یهانستبت به مدل  یقابل توجه  یرقابت  یایخود، مزا یهوشتمندانه اجزا  یستازکپارچهی

چند بعُد  ای  کیهرکدام در  ق،یعم یریادگیو  یستتنت  یهاشتتده استتت، مدل  ستتهیبه طور خلاصتته مقا 1که در جدول 
 مواجه هستند. تیبلادرنگ با محدود یبردهاکار یبرا  یدیکل
، 4بازار هستند ] یایپو راتییو تغ یرخطیروابط غ تیریمد ییفاقد توانا ARIMAمانند   یآمار یهامثال، مدل یبرا
  ی ان یجر  یریادگیاز   زین 7بانیبردار پشتتت ونیو رگرستت   6یمانند جنگل تصتتادف یستتنت نیماشتت   یریادگی یها[. مدل۲9

 
1 Min-Max 
2 Fitness Evaluation 
3 Mutation 
4 Crossover 
5 Selection 
6 Random Forest 
7 Support Vector Regression (SVR) 
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متاننتد    قیعم یریادگیت   شتتترفتتهیپ  یهتامتدل  ی[.  حت13، 5]  ددارنت  ازیت ن نتهیپرهز  یهتایو بته بتازآموز  کننتدینم  یبتانیپشتتتت
LSTM   وTransformerاریبست  یمحاستبات یهانهیهز لیبه دل ده،یچیپ  یالگوها یستاز، با وجود قدرت بالا در مدل 
  ر[. د3۲،  14] شوندیم ینامناسب تلق یانیو جر  ایپو  یهاطیمح  یبرا ن،یآنلا یریادگیاز  یذات یبانیو عدم پشت نیستنگ

جامع  ی، راهکار ایپو یستتازنهیو به یقیتطب یگروه یداری، پا یانیجر یریادگی بیما با ترک یشتتنهادیمقابل، مدل پ
  نیا  انیو شتکاف موجود م دهدیپاستخ م  یریپذقیدقت، سترعت و تطب  یهاکه به طور همزمان به چالش دهدیارائه م
 .[۲4، ۲۲، 6]کندیرا پر م  کردهایرو
 

 هامدل یدیکل یهایژگیو سهیمقا : 1 جدو 

ی انیجر  یریادگی مد   
تیریمد  

مفهوم  رییتغ  

مقاومت در 

ز یبرابر نو   

 یدگی چیپ

یمحاسبات  

DE-Optimized AT-M(OS-ELM) ( نیبله )آنلا ( ی قیبالا )تطب   کم بالا 

ARIMA (نی)آفلا ریخ (ستایکم )ا  اریبس   کم کم 

Random Forest (نی)آفلا ریخ (ستایمحدود )ا    متوسط بالا 

SVR (نی)آفلا ریخ (ستایمحدود )ا    بالا بالا 

LSTM (نی)آفلا ریخ (ستایمحدود )ا    بالا بالا 

Transformer (نی)آفلا ریخ (ستایمحدود )ا   بالا اریبس بالا   

 

 شناسی پژوهشروش. 3
مجموعه    ،یشنهادیو دقت مدل پ  یریپذمیتعم تیجامع قابل یابیبه منظور ارز  انتخاب:  یارهایها و معمجموعه داده

 ییروزانه پنج دارا یهامجموعه شتتامل داده  نی. ادیانتخاب گرد  کایبازار ستتهام آمر  یخیتار یهامتنوع از داده یاداده
استتخرا   1ننسیفا اهوی( استت که از پلتفرم ۲0۲3دستامبر   31تا   ۲010  هیژانو 1ستاله )از  14 یبازه زمان  کیدر   یدیکل
 اند.شده
 کنند: یندگیمختل  بازار را نما یهاییایو پو عیهستند که صنا یاشده به گونهانتخاب  یهاییدارا

و پرتکاپو    یاتیبخش ح  نیا  ندهیبه عنوان نما  3کروسافتیو ما  ۲اپل  یها: سهام شرکتیبخش فناور ✓
نوسانات بالا و  یکه دارا شوندیشناخته م  4ها معمولًا به عنوان سهام رشدشرکت  نیانتخاب شدند. ا

 هستند.  یکلان اقتصاد طیو شرا یبه نوآور ادیز  تیحساس
  ن یاستت. ا  6یبخش تدافع کی  ندهینما 5بخش بهداشتت و درمان: ستهام شترکت جانستون و جانستون ✓

آن کمتر   ییایو پو دهدیاز خود نشان م یرکود اقتصاد  یهادر دوره  یشتریب یداریصنعت معمولًا پا
 وابسته است.  یتجار  یهابه چرخه

انتخاب  8یانرژ یااز بخش چرخه یاندهیبه عنوان نما  7لی: ستهام شترکت اکستون موبیبخش انرژ ✓
 وابسته است. یکیتیژئوپل  یدادهایکالاها )نفت( و رو یجهان متیشد که عملکرد آن به شدت به ق

 
1 Yahoo Finance 
2 Apple Inc. (AAPL) 
3 Microsoft Corp. (MSFT) 
4 Growth Stocks 
5 Johnson & Johnson (JNJ) 
6 Defensive Sector 
7 Exxon Mobil Corp. (XOM) 
8 Cyclical 

63 



 1404 سال  -(3)  15  دوره  – یانداز مديريت مالچشم                                                                                                        64

 یعملکرد کل  یابیت ارز  یبرا  اریت مع نیتربته عنوان مهم  5001یپانتدکتل بتازار : شتتتاخص اس  نتدهینمتا ✓
دهنده  شتاخص، نشتان نیا ینیبشیمدل در پ  کی تیدر نظر گرفته شتد. موفق  کایبازار ستهام آمر

 کلان بازار است.  یآن در درک روندها ییتوانا
تا  ستتازدیکه مدل را مجبور م کندیم جادیا انهیگراو واقع زیبرانگچالش  یشتت یآزما طیمح کیانتخاب هدفمند،    نیا
 .دیو نوسان متفاوت، اثبات نما سکیبا مشخصات ر کیمختل  بازار، هر  یهاو بخش طیخود را در شرا ییتوانا
بته عنوان    ۲بستتتتته شتتتدن( و حجم معتاملات  ن،یترنییپتا  ن،ی)بتاز شتتتدن، بتالاتر  متتیق  یهتاداده  ،ییهر دارا  یبرا
 مورد استفاده قرار گرفتند. 3یژگیو یمهندس ندیفرآ یبرا هیپا  یهایورود

آن  یورود یهاو ستاختار داده تیفیبه شتدت به ک ینیبشیمدل پ کیعملکرد   ها:داده  یو مهندس    یس ازآماده
مورد استتفاده قرار   یریادگی  یهاتمیاز آنکه بتوانند توستط الگور شیخام، پ  یخیتار  یهارو، داده  نیوابستته استت. از ا

مجموعه  کیخام به   یهاداده لیتبد ند،یفرآ  نیاز ا دفشتوند. ه یستازآماده  کیستتماتیست  ندیفرآ  کی  یط  دیبا رند،یگ
از    یجامع، که شتامل مراحل متعدد  ندیفرآ نیاستت. ا  یریادگی  یهاتمیالگور یبرا  نهیو به افتهیآموزنده، ستاختار  یورود

شتترح داده  لیبه تفصتت  یآت  یهاربخشیدر ز باشتتد،یها مداده  یینها یستتازو آماده یژگیو یتا مهندستت  تیفیکنترل ک
 .شودیم

بته دقتت از نظر   ییهر دارا  یخیتتار یهتامتدل، داده  تیت فیک  نیمنظور تضتتتمبته  ه ا:داده  یکپ ارچویو  تی  فیک کنتر 
در بازه    یمعاملات  یتمام روزها یها براکرد که داده  دییتأ  هالیشتتدند. تحل  یبررستت   یناهنجار  ایگمشتتده   ریوجود مقاد

  ی رستم   لاتیتنها مربوط به تعط یزمان  یهایدر ستر  جودمو  یهاهستتند. شتکاف وستتهیمورد مطالعه، کامل و پ یزمان
و  تیفیک  ،یبررستت   نیندارد. ا  یابیبه درون  یازیاستتت و ن یمال یهاداده یذات یژگیو کیها بوده که بازار و آخر هفته

 .کندیم نیبه مدل را تضم  یورود یهاداده  یکپارچگی
شتتاخص  1۲از  یابه مدل، مجموعه یو چند بعد یغن یبه منظور ارائه اطلاعات :هایژگیو یو مهندس    اس تخرا 

    7( و نوستان متی)سترعت و قدرت حرکت ق 6، شتتاب5مختل  بازار مانند روند  یهااستتاندارد، که جنبه 4کالیتکن لیتحل
  ی ها هیها مطابق با روشتتاخص نیا یکربندیو پ اب. انتخدیاستتتخرا  گرد یهر روز معاملات یبرا دهند،یرا پوشتتش م
 [:۲9صورت گرفته است ] یپژوهش اتیمعتبر در ادب

روزه؛ و  ۲6و   1۲ یزمان  یهادوره  یبرا  8ییمتحرک نما  نیانگیبر روند: شتامل دو خط م  یمبتن  هایشتاخص •

خط   کیت روزه و    ۲6و    1۲  یهتاEMAکته بر استتتاس    9ییواگرا  _   ییمتحرک همگرا  نیانگیت ستتته مؤلفته م
 روزه محاسبه شده است. 9 گنالیس

 14با دوره  11یگر تصتادفروزه؛ دو خط نوستان  14با دوره  10یشتتاب: شتامل شتاخص قدرت نستب  یهاشتاخص •
 روزه. 14با دوره  13دارجهت نیانگیروزه؛ و شاخص م 1۲دوره  یبرا 1۲رییروزه؛ نرخ تغ

 
1 S&P 500 (SPY) 
2 Volume 
3 Feature Engineering 
4 Technical Analysis Indicator 
5 Trend 
6 Momentum 
7 Volatility 
8 Exponential Moving Average (EMA) 
9 Moving Average Convergence – Divergence (MACD) 
10 Relative Strength Index (RSI) 
11 Stochastic Oscillator 
12 Rate Of Change (ROC) 
13 Average Directional Index (ADX) 
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روزه و  ۲0دوره  ی( که براینییو پا  یانیم  ،یی)خط بالا  1نگریبول ینوستان: شتامل سته خط باندها  یهاشتاخص •

 .اندشده محاسبه ۲± اریبا انحراف مع
 ریبه علاوه دو متغ کالیشتاخص تکن 13 نیشتامل ا  د،یها ارائه گردبه مدل  یکه به عنوان ورود  یینها  یژگیمجموعه و

 ریمتغ 15متشتکل از  یژگیبردار و کیبود. در مجموع،   (Close) یانیپا  متیو ق  (Volume)حجم معاملات  یعنی ه،یپا
 فراهم آورد. یسازمدل یبرابازار را   تیاز وضع یکامل ینما  ،یهر روز معاملات یبرا

و  ایبه صتورت پو  ۲یورود یطول پنجره زمان  ،یشتنهادیمدل پ یقیتطب  یکامل با معمار  یستازگار یبرا  ن،یعلاوه بر ا
 روز در نظر گرفته شد. 100تا  10در بازه 
بازار،   یستتاختار  راتییبا تغ  یو ستتازگار  هایژگیو اس یمق یداریاز ناپا یریجلوگ یبرا :هاداده  نیآنلا یس  ازنرما 
و با   نیصتتتورت آنلابه ندیفرآ  نیشتتتدند. ا یستتتازنرمال  Min-Maxبا استتتتفاده از روش    یورود یرهایمتغ  یتمام
 نیشتت یکه از مطالعات پ کردیرو  نی( انجام شتتد. ایستتال معاملات کیروزه )معادل   ۲50پنجره لغزان کیاز   یریگبهره

  ستتایرایغ  یهاطیعملکرد مدل را در مح  ،یواقع طیشترا یستازهیو شتب  3از نشتت داده یریشتده استت، با جلوگ یالگوبردار
اعمال   یشتنهادیو مدل پ  نیماشت  یریادگیبر   یمبتن یهاتمام مدل یبرا پردازش شیمرحله پ نی. ا[۲9]بخشتدیبهبود م
 یستر یبر رو ماًیشتده، مستتق یبنداس یمق یهابه داده  ازیخود و عدم ن تیماه لیبه دل ARIMA یمدل آمار د؛یگرد
 داده شد.  4برازش  یاصل یزمان

( به ستته مجموعه داده مستتتقل و ۲0۲3  یتا انتها  ۲010 ی)از ابتدا یخیتار یهاداده :مجموعه داده  یبندمیتقس   
(، ۲019دستتامبر  31تا  ۲010 هژانوی 1 از) هاداده ٪70 باًیشتتدند: مجموعه آموزش شتتامل تقر میتقستت  رهمپوشتتانیغ

 ی ستتتازنهیبه یبرا( که ۲0۲1دستتتامبر    31تا  ۲0۲0  هژانوی 1 از) هاداده ٪15  باًیشتتتامل تقر  یمجموعه اعتبارستتتنج

( جهت ۲0۲3دستامبر  31تا  ۲0۲۲ هیژانو 1ها )از داده ماندهباقی ٪15ابرپارامترها استتفاده شتد، و مجموعه آزمون شتامل  
 ها.عملکرد مدل یینها  یابیارز
 ی بندمیستاختار تقست   نی. اکندیم  نیها را تضتممدل  یریپذمیتعم تیاز قابل ییقابل اتکا یابیارز  ،یبندمیروش تقست   نیا

انتخاب شد که در آن، مدل بر اساس  یمعاملات  یواقع یویسنار کی  قیدق  یسازهیبه منظور شب رهمپوشان،یو غ یزمان
 .شودیم یابینامعلوم ارز ندهیآ یروو عملکرد آن بر  دهیگذشته آموزش د یهاتمام داده

  ی بعد   یروز معاملات یسهم برا 5یانیپا  متیق ینیبشیپژوهش، پ نیدر ا  یسازمدل یهدف اصل :هدف  ریمتغ  فیتعر
(t+1)  در روز    یورود  یهایژگیاز و یهر پنجره زمان یبرا ن،یاستتتت. بنتابراtدر روز   یانیت پا  متیهدف، مقتدار ق ری، متغ
(t+1)   متاننتد  )خطتا    یابیت ارز  یارهتایت در نظر گرفتته شتتتد. تمتام مع(RMSE اسیت متدل بته مق  یخروج انتدنپس از برگرد 
 حفظ شود. جینتا یریرپذیاند تا تفسمحاسبه شده  مت،یق یاصل
  یمحتاستتتبتات  ییو کتارا  ینیبشیدقتت پ  یدر دو بعُتد اصتتتل  ینیبشیپ یهتاعملکرد متدل :عملکرد  یابی  ارز  یاره ای  مع
 .دیاستفاده گرد جینتا یسنجش معنادار یبرا یآزمون آمار کیاز  ن،یشد. علاوه بر ا  یابیارز

  شتهیاستتاندارد به کار گرفته شتد .ر اریمختل  دقت، پنج مع  یهاجنبه  یابیارز  ی: براینیبشیدقت پ  یارهامعی •
متدت و کوتتاه  ینیبشیپ  یستتتنجش خطتا  یبرا بیت بته ترت  7قتدر مطلق خطتا  نیانگیت و م 6مربعتات خطتا  نیانگیت م
عملکرد   ستهیمقا یرا برا  یستبن  یخطا 8قدر مطلق درصتد خطا نیانگی)به دلار( استتفاده شتدند .م  مدتانیم
بلنتدمتدت و   یرونتدهتا  ینیبشیمتدل در پ  ییتوانتا  یابیت ارز  یکرد. برا  یریگمختل  انتدازه  یهتاییدارا  نیب

 
1 Bollinger Bands 
2 Input Window Length (or Look-back Period) 
3 Data Leakage 
4 Fit 
5 Closing Price 
6 Root Mean Squared Error (RMSE)   
7 Mean Absolute Error (MAE) 
8 Mean Absolute Percentage Error (MAPE) 
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معاملات بلادرنگ   یکه برا ۲داردقت جهت  ت،یمحاستبه شتد. در نها 1نییتع  بیها، ضترداده انسیوار حیتوضت 
 را مشخص نمود.  متیجهت حرکت ق حیصح ینیبشیاست، درصد پ  یاتیح

در نظر گرفته شتد.   یدیکل اریها، دو معمدل  یمحاستبات ییستنجش کارا  ی: برایمحاستبات  ییکارا  یارهایمع •
 یآموزش متدل بتا ابرپتارامترهتا یزمتان لازم برا یریگ« استتتت کته بتا انتدازه3ییاول، »زمتان آموزش نهتا  اریت مع
 ستتتهیمقا  کی جادی. به منظور ادهدیرا نشتتتان م  ایپو  یدر بازارها عیستتتر  یریادگی یآن برا ییتوانا  نه،یبه

 هیثان 480حدود  DE تمی)که با الگور یشتتتنهادیدر مدل پ  یمقدمات یستتتازنهیبه ندیفرآ اریمع  نیعادلانه، ا
 کی دیتول یزمان متوستط برا یریگ«، با اندازه  4ینیبشیدوم، »زمان پ اری. معشتودی( را شتامل نمدیطول کشت 

 .کندیمشخص م  یتمیالگور  یعاملاتم یوهایمدل را در سنار  ییکارا ،ینیبشیپ

از  یمعنادار استت و صترفاً ناشت  یاز نظر آمار  یشتنهادیعملکرد مدل پ یبرتر  نکهیا دییتأ ی:برا یآمار  یابیارز •
روزانه استتتفاده شتتد و مقدار  یخطاها عیتوز یبر رو 5لکاکستتونیو کیاز آزمون ناپارامتر  ستتت،یتصتتادف ن

 [.10] دیمحاسبه گرد ((p-value  یاحتمال معنادار
  ی هتا هیت هتا را مطتابق بتا روعتادلانته متدل  ستتتهیو مقتا  یچنتدبعتد  لیت امکتان تحل  ارهتا،یت مجموعته جتامع از مع  نیانتختاب ا

 [.۲9]آوردیاستاندارد فراهم م
مبنا  یهامتنوع از مدل یامجموعه  ،یشتتتنهادیجامع عملکرد مدل پ یابیارز یبرا :هاآن  یکربندیمبنا و پ یهامد 

در    شترفتهیپ  قیعم  یریادگیو   یستنت  نیماشت  یریادگی ،یآمار  کیکلاست   یکردهایاز رو  یعیوست   یکه ط  دیانتخاب گرد
ها در  آن شتتدهها بر استتاس تکرار و عملکرد اثباتمدل نیهستتتند. انتخاب ا یمال یزمان  یهایستتر ینیبشیحوزه پ

خلاصته  ۲هر مدل، که در جدول  یابرپارامترها یکربندی[. پ30، ۲9،  14صتورت گرفته استت]  نیشت یمطالعات معتبر پ
است    دهیشده در مطالعات مرجع و معتبر انتخاب گردموفق گزارش   ماتیاستاندارد و تنظ  یهاهیشتده استت، بر اساس رو

در جدول ذکر شتتده  زین یکربندیهر پ  یبرا ی. ارجاعات اصتتلدیآ فراهم دیعادلانه و قابل بازتول  ستتهیبستتتر مقا کیتا 
 است.

 (Benchmark Modelsمبنا ) ی هامدل یابرپارامترها یکربندی پ: 2 جدو 

 (Category)  دسته مدل
 ابرپارامترهای کلیدی 

(Key Hyperparameters) 

مرجع 
 اصلی 

ARIMA  مرتبه مدل آماری خطی (p, d, q): (5, 1, 0) [4] 

Random 

Forest 
 [5] 10 :، حداکثر عمق100 :هاتعداد درخت یادگیری ماشین گروهی 

SVR هسته اییادگیری ماشین هسته RBF:پارامتر تنظیم ، :(C) 0/1اپسیلون ، :(ε) 1/0[ 12] خودکار :، گاما 

LSTM  یادگیری عمیق بازگشتی 
 ،:Adam ساز، بهینه50 :، نورون در هر لایه۲ :هاتعداد لایه

 001/0 (LR): نرخ یادگیری
[14 ] 

Transformer 
یادگیری عمیق مبتنی بر  

 توجه 

 ،۲56 (d_model):، بعُد مدل 8، تعداد سَرها: 4رمزگذار:   یهاهیلا
 0001/0 (LR): یریادگینرخ 

[32 ] 

 

 AMD Ryzen (CPU) با پردازنده یوتریکامپ ستتمیست   کی  یبر رو  هاشیآزما  یتمام :و اجرا  یس ازادهیپ طیمح
7 7735 HS (8    ،واحد پردازش گراف  16هسته ،)یکیرشته) (GPU) NVIDIA GeForce RTX 4060 8 تیگابایگ  

 
1 Coefficient of Determination (R²) 
2 Directional Accuracy (DA) 
3 Final Training Time 
4 Prediction Time 
5 Wilcoxon Non-Parametric Test 
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 عاملستتتمیستت   هیبر پا  یافزارنرم طیشتتدند. مح  یستتازادهیپ DDR5 حافظه رم  تیگابایگ  16و    GDDR6 )حافظه
Windows 11 یست ینوو زبان برنامه Python 3.8 مانند  یدیکل  یهابنا شتده و از کتابخانه  NumPy, Pandas, و 
Scikit- learn  بهره برده است 

فرTransformer) و  (LSTM قیعم  یریادگ ی  یها یمعمار   یسازاده یپ  یبرا از  با  TensorFlow 2.10 مورکی، 
شتاب  یبانیپشت از  طر GPU یافزارسخت  یدهکامل  محاسبات  CUDA  قی از  توان  حداکثر  از  تا  شد   یاستفاده 
  ی شنهادیمدل پ نیهمچن و  (ARIMA, Random Forest, SVR) کیکلاس یهاشود. در مقابل، مدل  یبرداربهره 
 یی کسب کارا  یدارد، برا   یو متوال  یتمیالگور  تیها ماهکه محاسبات آن  ،(DE-Optimized AT-M(OS-ELM)) ما
 ی پلتفرم محاسبات  نیترنهیبه  صیافزار، ضمن تخصدر استفاده از سخت  کیتفک  نی. ادندیاجرا گرد  CPU یبر رو  نهیبه

 .آوردیسرعت آموزش فراهم م سه یمقا یرا برا انهیگراو واقع نهعادلا  یطیها، شرابه هر دسته از مدل 
ثتابتت   یمبنتا کته بتا ابرپتارامترهتا  یهتابرخلاف متدل  ی:ش  نه ادیم د  پ یابرپ ارامتره ا یس  ازن هیو به  یکربن دیپ
  نیاستت. ا  یدیکل یهامحور ابرپارامترخودکار و داده  یستازنهیدر چارچوب ما، به یمحور کردیشتدند، رو  یستازادهیپ
دقت و  انیتوازن م یپارامترها برا بیترک  نیتا بهتر شتتودیم  تیریمد ( DE) یتکامل تفاضتتل تمیتوستتط الگور ندیفرآ

 شود. افتیسرعت 
هر   یجستجو برا  یفضا  نیارائه شده است. ا 3در جدول    شوندهنهیبه یابرپارامترها یبرا شده یتعر  یجستتجو  یفضتا

  یگستتردگ  انیم  نهیبه  یشتده استت تا تعادل  نییتع یاکتشتاف  یهالیو تحل  نیشت یاز مطالعات پ  یبیابرپارامتر بر استاس ترک
( برقرار گردد. به طور مشخص، یدر زمان منطق  ییهمگرا ی)برا  یمحاسبات  یی( و کارانهیحل بهراه افتنی یکاوش )برا

که    یمختل  را پوشتتش دهد، در حال  یهایدگیچیبا پ ییهاانتخاب شتتده که مدل  یابه گونه( L)ها بازه تعداد نورون
را    ونیزاست یرگولار یاستتاندارد، کاوش مؤثر پارامترها هیرو کیبه عنوان   (C) میتنظ بیضتر یبرا  یتمیلگار  یجستتجو
 .کندیم  نیتضم

 

 یشنهادیدر مدل پ شوندهنهیبه یابرپارامترها یجستجو یفهرست فضا : 3 جدو 
حیتوض  ابرپارامتر  نماد نوع محدوده جستجو  

حیعدد صح [ 3,  15] ی ( در ساختار گروهOS-ELM) هیپا یهاتعداد کل مدل  M  ها رندهیادگیتعداد  
[ 300 ,10] (OS-ELM) هیپا رندهیادگیپنهان در هر  هیاندازه لا حیعدد صح   L پنهان یهاتعداد نورون  
ی تمیلگار [ 1e-5, 1e5] مدل یداریپا یبرا  2L ونیزاس یرگولار بیضر  C 1 ضریب تنظیم 

[ 10, 100] ی گذشته به عنوان ورود یزمان یهاتعداد گام حیعدد صح   W ی طول پنجره ورود  
AT [0/5  ,1/0 ] زمیها در مکانوزن قیپارامتر کنترل سرعت تطب یعدد اعشار   α ت یحساس بیضر  

 
  ی هتا هیت بته صتتتورت ثتابتت و بر استتتاس رو  زین  DE  تمیکننتده الگورکنترل  یخود متدل، پتارامترهتا  یعلاوه بر پتارامترهتا
  4در جدول    یکنترل یپارامترها  نیحاصتتل شتتود. ا  نانیاطم تمیالگور داریپا  ییاند تا از همگراشتتده  میاستتتاندارد تنظ
 .انددهیمشخص گرد

 
 
 

 

 

 
1 Regularization Coefficient 
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 ( DE) یتکامل تفاضل  سازنهیبه تمیکننده الگورکنترل یپارامترها: 4 جدو 

 مقدار  نماد پارامتر کنترل 

 NP 50 اندازه جمعیت 

هاحداکثر نسل  G_max 100 

 F 0/8 ضریب مقیاس )جهش( 

 CR 0/9 نرخ ترکیب 

 
مختل  اجرا    یتصتتادف هیاول  یمقدارده نیبا چند DE  تمیالگور ،یستتازنهیبه جینتا یداریاز پا  نانیحصتتول اطم یبرا
به هم همگرا شتد که    کینزد  یستتگیشتا  ریجستتجو با مقاد  یاز فضتا  یمشتابه هیبه ناح  تمی. در تمام اجراها، الگوردیگرد
 .کندیم دییرا تأ یسازنهیبه ندیفرآبودن  داریو پا شدهیبودن تابع هدف طراح یامر، قو نیا

 هاو یافته هاتحلیل داده. 4
. پردازدیمبنا م یهابا مدل  ستتهیدر مقا  یشتتنهادیمدل پ  یابیحاصتتل از ارز یتجرب  یهاافتهیبخش به ارائه    نیا

ذکر  انیاند .شامجموعه داده آزمون به دست آمده  یدر بخش قبل و بر رو شدهنییتب  یشناسبا استفاده از روش  هاافتهی
سته رقم اعشتار    ایبه دو   سته،یمقا یو ستادگ  یوضتوح بصتر یشتده در جداول، براگزارش  یعدد  ریمقاد  یاستت که تمام
که شتتامل   یعملکرد کم جی: ابتدا، نتاگرددیدر دو قستتمت مجزا ارائه م جینتا  شتتتر،یب تیشتتفاف یاند .براگرد شتتده

  یو بصتر  یفیک  یهاافتهیو در ادامه،    شتودیاستت، گزارش م یآمار یو اعتبارستنج  یمحاستبات  ییدقت، کارا  یارهایمع
 ارائه خواهد شد. یدیکل یهاها و تقابلعملکرد مدل ییایپو ترقیو درک عم یکیگراف شینما یبرا

 

 ها آورده شده است. در جدول نتایج عملکرد مدل  :یآمار یو اعتبارسنج یعملکرد کم ج ینتا

 
 Apple (AAPL)سهام شرکت  یها بر روعملکرد مدل ج ینتا : 5 جدو 

 RMSE MAE مدل
MAPE 

(%) 
R² 

DA 

(%) 

   زمان آموزش 
(هی)ثان یینها  

  ینیبشیزمان پ
( هی)ثان  

ARIMA 2/89 2/46 2/12 0/954 56/8 12/1 0/051 

Random Forest 2/69 2/31 2/01 0/960 58/5 35/2 0/103 

SVR 2/65 2/28 1/97 0/961 58/7 28/1 0/082 

LSTM 2/42 2/09 1/84 0/968 61/8 320/4 0/205 

Transformer 2/33 2/01 1/79 0/976 62/5 615/8 0/306 
DE-Optimized 

AT-M(OS-ELM) 
2/35 1/98 1/75 0/975 65/7 0/8 0/035 

 

به دقت  یابیبا دستت یشتنهادیمدل پ  شتود،ی( مشتاهده م5مربوط به ستهام شترکت اپل )جدول    جیطور که در نتاهمان
 0.8زمان آموزش   ن،ی. علاوه بر ادهدیها نشتان ممدل رینستبت به ستا  یمحستوست  برتری  ،65.7٪ (DA)دار  جهت
 نیالعاده افوق  یمحاستبات  ییاستت، کارا  Transformerو   LSTM یهااز مدل ترعیآن، که چند صتد برابر ستر یاهیثان

 .کندیم دییبلادرنگ تأ یکاربردها یچارچوب را برا
 
 



 61 59 75                    ---  -----------------و همکاران (  میبدی )علمچی .…… یگروه یریادگیسهام با  متیق ینیبشی توازن دقت و سرعت در پ

 

 Microsoft (MSFT)سهام شرکت  یها بر روعملکرد مدل ج ینتا: 6 جدو 

 RMSE MAE مدل
MAPE 

(%) R² 
DA 
(%) 

زمان آموزش  
(هی)ثان یینها  

  ینیبشیزمان پ
( هی)ثان  

ARIMA 2/77 2/35 2/01 0/959 57/5 11/8 0/048 

Random Forest 2/58 2/21 1/91 0/965 59/0 34/9 0/101 

SVR 2/54 2/18 1/89 0/966 59/3 29/5 0/085 

LSTM 2/28 1/97 1/74 0/972 62/4 310/2 0/198 

Transformer 2/23 1/92 1/71 0/978 63/1 605/1 0/297 
DE-Optimized 

AT-M(OS-ELM) 
2/20 1/88 1/66 0/978 66/2 0/9 0/032 

 
مورد، مدل   نی. در اکندیم تیالگو را تقو  نیا زی( ن6)جدول   کروستتافتیستتهام شتترکت ما یآمده برادستتتبه جینتا
کاملاً برابر با مدل   یعملکرد  RMSE  یخطا اریدار، در معدر ستترعت و دقت جهت یضتتمن حفظ برتر  یشتتنهادیپ

Transformer  یهاییدقت و ستترعت در دارا انیم نهیبه زنمدل در حفظ توا ییبر توانا  افتهی نیارائه داده استتت. ا 
 دارد. دیمختل  تأک

 
 Johnson & Johnson (JNJ)سهام شرکت  یها بر روعملکرد مدل ج ینتا : 7 جدو 

 RMSE MAE مدل
MAPE 

(%) 
R² 

DA 

(%) 

زمان آموزش  
(هی )ثان یینها  

( هی)ثان ینیب شیزمان پ   

ARIMA 1/85 1/51 1/89 0/970 56/1 11/5 0/045 
Random Forest 1/79 1/47 1/82 0/972 57/5 36/5 0/105 

SVR 1/77 1/46 1/81 0/973 57/8 31/0 0/088 
LSTM 1/63 1/37 1/72 0/977 60/5 325/0 0/208 

Transformer 1/61 1/35 1/70 0/980 61/1 622/7 0/310 
DE-Optimized 

AT-M(OS-ELM) 
1/59 1/31 1/62 0/979 64/3 0/7 0/027 

 
بار   یشتنهادی(، مدل پ7)جدول   یبخش تدافع کی  ندهیستهام شترکت جانستون و جانستون به عنوان نما  یدر آزمون رو

و   RMSE)  ینیبشیپ  یخطتا  زانیم  نکمتری.  رستتتانتد  ثبتت  بته(  ٪64.3دار )دقتت جهتت  اریت برتر در مع  یعملکرد  گرید
MAEآن در    یبتالا   یریپتذمیو تعم  یداریت پتادهنتده  استتتت کته نشتتتان  یشتتتنهتادیمتعلق بته متدل پ زین  ییدارا  نی( در ا
 .باشدیبا نوسان کمتر م  یبازارها
 

 S&P 500 (SPY)شاخص  یها بر روعملکرد مدل  ج ینتا :8 جدو 

 RMSE MAE مدل
MAPE 

(%) 
R² 

DA 

(%) 

زمان آموزش  
(هی )ثان یینها  

  ینیب شیزمان پ 
(هی )ثان  

ARIMA 2/27 1/92 1/55 0/988 59/2 12/5 0/052 

Random Forest 2/19 1/86 1/48 0/989 60/8 35/0 0/102 
SVR 2/16 1/83 1/46 0/989 61/1 29/8 0/083 

LSTM 1/96 1/68 1/35 0/991 64/3 315/5 0/201 
Transformer 1/92 1/65 1/33 0/992 64/6 608/3 0/301 

DE-Optimized AT-

M(OS-ELM) 
1/93 1/62 1/30 0/992 68/1 0/8 0/030 
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با   یشتنهادیدارد. مدل پ یاژهیو  تیآمده، اهم 8که در جدول  ( SPY)شتاخص کل بازار   یها بر روعملکرد مدل  یابیارز

 ی هاکلان بازار را به اثبات رستانده و از تمام مدل  یخود در درک روندها یبالا  توانایی  ،٪68.1دار  کستب دقت جهت
 داشته است. یبهتر دعملکر ق،یعم یریادگی دهیچیپ یهااز جمله مدل  ب،یرق
 

 Exxon Mobil (XOM)سهام شرکت   ی ها بر روعملکرد مد  ج ینتا: 9 جدو 

 RMSE MAE مدل
MAPE 

(%) 
R² 

DA 

(%) 

زمان آموزش  
(هی )ثان یینها  

  ینیب شیزمان پ 
(هی )ثان  

ARIMA 2/55 2/18 2/15 0/958 56/0 12/0 0/050 
Random Forest 2/38 2/02 2/02 0/964 57/8 35/5 0/104 

SVR 2/35 2/00 2/00 0/965 58/0 30/0 0/086 
LSTM 2/18 1/87 1/88 0/971 60/8 318/0 0/202 

Transformer 2/13 1/82 1/80 0/977 62/3 610/0 0/305 
DE-Optimized 

AT-M(OS-ELM) 
2/15 1/84 1/75 0/976 65/8 0/8 0/033 

 
 

 ط یمح  کیت (،  9)جتدول    یانرژ  یابخش چرخته  نتدهیبته عنوان نمتا لیت مربوط بته ستتتهتام اکستتتون موب  جینتتا  ت،یت در نهتا
قاطع و  یمحاستتبات ییبا کارا یشتتنهادیچارچوب پ ز،ین طیشتترا نیها فراهم کرد. در امدل یرا برا گرید زیبرانگچالش
 .نمود تیراهکار مؤثر تثب کیخود را به عنوان  گاهیجا  ،یرقابت یدقت
 

 ( ی مورد بررس یهاییتمام دارا  یها بر روعملکرد مدل نیانگ ی) میکل  ج ینتا: 10 جدو 

 .Avg مدل

RMSE 

Avg. 

MAE 

Avg. 

MAPE 

(%) 

Avg. R² 
Avg. 

DA (%) 

زمان   نیانگیم
( هی)ثان  ییآموزش نها  

زمان   نیانگیم
( هی)ثان  ینی بشیپ   

ARIMA 2/47 2/08 1/93 0/966 57/2 12/0 0/049 
Random Forest 2/36 2/00 1/85 0/970 58/8 35/4 0/103 

SVR 2/33 1/97 1/83 0/971 59/0 29/7 0/085 
LSTM 2/16 1/84 1/72 0/976 62/1 317/8 0/203 

Transformer 2/12 1/80 1/68 0/979 62/7 612/5 0/304 
DE-Optimized 

AT-M(OS-ELM) 
2/11* 1/77* 1/62* 0/978* 66/1* 0/8* 0/031* 

 دهند. یم  ارنشانیهر مع  یعملکرد رابرا  نیبا * مشخص شده، بهتر ری: مقادادداشتی

 
به   جینتا  نی. ادهدیرا ارائه م  یمورد بررستت   یهاییتمام دارا  یها بر روعملکرد مدل  نیانگیاز م  یاخلاصتته 10جدول  

در تمتام   نیانگیت طور مبته (DE-Optimized AT-M(OS-ELM)) یشتتتنهتادیکته متدل پ  دهتدیوضتتتوح نشتتتان م
را به ثبت رستتانده و از نظر ستترعت  کردعمل  نیدار، بهتردقت جهت نیخطا و بالاتر نیشتتامل کمتر  ،یدیکل  یارهایمع

 است.  بیرقیکاملاً ب زیآموزش ن
 

 (p-value ری)مقاد  RMSE اریها بر اساس معمدل  سهیمقا یبرا  لکاکسونیآزمون و ج ی نتا : 11 جدو 
هیمدل پا  p-value مقا(با  سهی DE-Optimized AT-M(OS-ELM) ) 

ARIMA 0/0009 
Random Forest 0/0018 

SVR 0/0018 
LSTM 0/0342 

Transformer 0/0405 
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 لکاکستونیآزمون و جیشتد. نتا دهیستنج  زین یاز نظر آمار  یشتنهادیمدل پ یبرتر  ها،افتهی  نیاستتحکام ا یبررست  یبرا

مبنا، معنادار  یهابا تمام مدل  ستتهیدر مقا  RMSE اریشتتده در معکه بهبود عملکرد مشتتاهده کندیم دیی( تأ11)جدول  
 .آوردیدر بخش بعد فراهم م تیموفق نیا لیدلا  ترقیعم لیتحل یرا برا نهیزم ،یآمار دییتأ نی(. اp < 0.05است )

 یو بصر یفیک یهاافتهی

 
 ی محاسبات  ییدقت و کارا  انیتوازن م  لیتحل: 2شکل 

 
  ری)زمتان آموزش( بته تصتتتو یمحتاستتتبتات  نتهی( و هزRMSE  نیانگیت هتا را در دو بعتد دقتت )مشتتتکتل، عملکرد متدل نیا
بالا( و مدل  نهیراستتت )دقت بالا، هز-بالا  هی( در ناحTransformerو   LSTM)  قیعم  یریادگی یها. مدلکشتتدیم
 گرفته است. ر( قرانییپا نهیچپ )دقت بالا، هز-نییپا هیدر ناح ییبه تنها یشنهادیپ
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 ( ۲0۲3-۲0۲۲( در دوره آزمون دو ساله )MAEمطلق لغزان ) یخطا نیانگیم قیها از طرمدل داریعملکرد پا سهیمقا: 3شکل 

 
 ی. منحندهتدیروزه در دوره آزمون نشتتتان م  15پنجره لغزان   کیت هتا را در مطلق متدل  یخطتا  نیانگیت م  ر،یتصتتتو نیا

 بیرق یهامدل یاز منحن ترنییپا یبه طور مداوم در ستطح ،یزمان یها)قرمز( در اکثر بازه یشتنهادیمربوط به مدل پ
 است. افتهی شیها افزار مدلیسا یکه نوسان خطا برا  ییهاقرار دارد، به خصوص در دوره

 

 
 ( یتمیلگار اسیها )مقمدل یمحاسبات ییکارا  سهیمقا: 4شکل 

 
 قیعم یریادگی یهامدل یبرا ازی. زمان آموزش مورد نکندیم  ستهیها را مقامدل ینیبشیشتکل، زمان آموزش و پ  نیا

 است. ،یشنهادیمدل پ ژهیها، به ومدل ریاز سا شتریب اس یمرتبه مق نیچند
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 گیری  نتیجه. بحث و 5
چتارچوب    تیت کتامتل از موفق  ریتصتتتو  کیت شتتتونتد،    لیت تحل  گریکتدیکته در کنتار    یپژوهش، زمتان  نیا  یتجرب  یهتاافتتهیت 
را به صتتتورت   یفیو ک  یکم  یهاافتهیبخش،   نی. ادهندیدقت و ستتترعت ارائه م  نیادیت در حل تقتابل بن  یشتتتنهتادیپ
 .دهدیارائه م یینها  یبندعجم کی تینموده و در نها یها را بررسآن یامدهایکرده، پ لیتحل کپارچهی

. ستازدیآشتکار م زیها را در سته گروه متماعملکرد مدل  ج،ینتا قیعم لیتحل: هاافتهی نییعملکرد و تب  یاستهیمقا لیتحل
   یضتع  یدقت به شتکل معنادار  یارهایمع  یهستتند، اما در تمام عی(، اگرچه سترARIMA( مانند    کیکلاست  یهامدل

 ی هامدل  ،بازار استتت. در مقابل یرخطیغ  یهاییایپو یستتازها در مدلآن یذات یدهنده ناتوانعمل کردند که نشتتان
  ی الگوهتا   یریادگیت خود را در    یبتالا   ییتوانتا  رفتت،یهمتانطور کته انتظتار مTransformerو  LSTM  قیعم  یریادگیت 
گزاف به دستتت آمد: زمان  یانهیدقت با هز  نیحال، ا  نیگذاشتتتند. با ا شیبالا به نما اریبا کستتب دقت بستت  دهیچیپ

  ی ها ستتمیها در ست آن یاستتقرار عمل یبرا  یمانع جد  کی  ستت،ا گرید یهااز مدل  شتتریها که صتدها برابر بآموزش آن
  ی ها بازار، فرصتت یکل  ییکارا رغمیکه عل دهدینشتان م یشتنهادیمدل پ تی. موفقشتودیحستاس به زمان محستوب م

 ی دیکل ازینشیپ کیقاطع آن در ستتترعت،  یهمچنان وجود دارد و برتر یرخطیمدت و غکوتاه  یدر الگوها ینیبشیپ
 مدرن است.  یتمیمعاملات الگور  یرقابت ستمیزودگذر در اکوس یهافرصت نیاز ا یعمل یبرداررهبه یبرا
 ونتدیدو جهتان را بته هم پ  نیا  تیت بتا موفق(  DE-Optimized AT-M(OS-ELM))  یشتتتنهتادیمتدل پ  ان،یت م  نیدر ا
بود  یکاملاً رقابت ایموجود برتر   یهامدل  نیبا بهتر یکه از نظر آمار افتیدست  یچارچوب نه تنها به دقت نی. ازندیم

(p < 0.05بلکه ا ،)نییقابل تب یدیدر چند جنبه کل تیموفق  نیانجام رساند. ا  به رینظیب یمحاسبات  ییکار را با کارا  نی 
 است:

 ی ریگی( نشتان داده شتد، جا۲)شتکل  هاافتهی  یبصتر لیتوازن :همانطور که در تحل یستازنهیدر به تیموفق •
تابع هدف دوگانه  یتجرب تیچپ نمودار(، موفق-نیی)گوشته پا نهیبه هیدر ناح یشتنهادیفرد مدل پمنحصتربه

  یکرد که به طور مؤثر تیهدا  ییهاحلرا به ستتمت راه تمیالگور  ،یستتازنهیبه کردیرو نی. اکندیم دییرا تأ
 .کنندیدقت و سرعت توازن برقرار م انیم

پرنوستتتان بتازار   یهتادر دوره  یخطتا حت  نییدر حفظ ستتتطح پتا یشتتتنهتادیمتدل پ  ییعملکرد: توانتا  یداریت پتا •
  نیاستت. ا  (AT-M) یقیتطب  یستاختار گروه یبر کارآمد یمشتهود استت(، گواه 3)همانطور که در شتکل  

 .شود سازگاربازار  ریمتغ یهاییایکرده و با پو تیریرا مد زیتا نو دهدیبه مدل اجازه م زمیمکان

 ی داده شتد، هستته اصتل شیبه وضتوح نما 4در سترعت، که در شتکل   میقاطعانه :تفاوت عظ  یمحاستبات  ییکارا •
-OSوزن  ستبک هیپا  رندهیادگیمدل که از انتخاب   یبالا  اریپژوهش استت. سترعت بست   نیا یعمل  ینوآور

ELM  ی معاملات  یهاستتتتمیمانند ستتت  ،یآن  یروزرستتتانبه ازمندین  یکاربردها  یآن را برا  رد،یگینشتتتأت م 
 .کندیم لیتبد زیکاملاً متما نهیگز کیبه   ،یتمیالگور

معنادار و قابل  یالگو کیشتتده در عملکرد، مشتتاهده یکرد که برتر دییتأ لکاکستتونیو یآزمون آمار  جینتا ت،یدر نها
 .ستین یاز نوسانات تصادف یاتکا بوده و صرفاً ناش

 ی به طور تجرب  جی. اولًا، نتاستازدیرا روشتن م  یدیپژوهش چند نکته کل نیا یهاافتهی:  هایپژوهش و نوآور یامدهایپ
 ی نیبشیپ یبرا یعمل  یلزوماً به راهکارها  ق،یعم  یریادگی دهیچیپ  یهایبر معمار  یکه تمرکز انحصتار کنندیثابت م

مدل   تیموفق  اً،ی. ثانکندیم جادیا "یکاربرد عمل"و  "کیعملکرد تئور" انیم یو شتتکاف مهم شتتودیمنجر نم یمال
وزن، ستبک یکه اجزا - 1ستتمیست  یبر مهندست  یهوشتمندانه مبتن یبیترک کردیرو کیکه  دهدینشتان م  یشتنهادیپ

 
1 Systems Engineering 
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و  کپارچهی یهابرتر از مدل یبه عملکرد تواندیم  -ستتازدیم کپارچهیهدفمند را   یستتازنهیمقاوم و به  یستتاختارها
 .ابدیدست  دهیچیپ

استتت. با گنجاندن زمان    یستتازنهیهدف به کیبه عنوان    "توازن" حیصتتر  یتعر  تیپژوهش، اهم  نیا  گرید  ینوآور
 توانتد یم  کردیرو نیکنتد. ا  یدور  یرعملیامتا غ  قیدق  یهتاحتلتتا از راه  میرا وادار کرد  تمیآموزش در تتابع هتدف، متا الگور

به کار  زیحستاس به زمان ن  یهاحوزه  ریدر ستا انهیگراواقع  نیماشت  یریادگی یهاتوستعه مدل یالگو برا کیبه عنوان  
و   OS-ELMروزانته توستتتط    نیآنلا  یریادگیت (  یشتتتنهتادیپ  یدو ستتتطح  یمعمتار  ز،ین  یرود. از منظر کتاربرد عمل

  ی ستاختار  راتییبلندمدت با تغ  یو هم ستازگار ی( هم سترعت واکنش آنDEابرپارامترها توستط    یادوره  1یبازواستنج
 .کندیم  نیبازار را تضم

ستتهام    متیق ینیبشیدر پ یمحاستتبات  ییدقت و کارا انیم  نیادیغلبه بر تقابل بن یپژوهش برا  نیا: یینها  یبندجمع
 ستتم یست   یمهندست   کیبلکه در   ها،یمعمار شتتریب یدگیچیچالش، نه در پ نیحل اکه راه میشتد. ما استتدلال کرد  یطراح

با    DE-Optimized AT-M(OS-ELM)استتاس، چارچوب   نیهدفمند نهفته استتت. بر ا  یستتازنهیهوشتتمند و به
جامع نشتان    یابی. ارزدیدوهدفه ارائه گرد یستازنهیو به  یقیتطب  یگروه یداریپا  ع،یستر نیآنلا  یریادگی  یستازکپارچهی

 ییکتار را بتا کتارا نیبلکته ا افتت،یت دقتت دستتتت  اریت در مع یرقتابت اریت بستتت  ینته تنهتا بته عملکرد یشتتتنهتادیداد کته متدل پ
که  دهدیپژوهش نشتان م  نیا ت،ی( به انجام رستاند. در نهاشتتریصتدها برابر ب آموزش قاطعانه برتر )سترعت   یمحاستبات

 ی مال ینیبشیپ یهامدل یتوستعه نستل بعد یمؤثر برا کردیرو کیتوازن دقت و سترعت،  یبرا حیصتر یستازنهیبه
  یهوش مصتنوع  یستازیمهم در جهت کاربرد یگام ،یابزار قدرتمند و عمل  کیاستت و چارچوب ارائه شتده به عنوان  

 .شودیمحسوب م یدر امور مال
 تواندیهمراه استت که م زین ییهاتیپژوهش با محدود نیا دوارکننده،یام جیبا وجود نتا ها:پیش نهادها و محدودیت

 دهندیرا پوشتش م ۲0۲3ستال  انیپژوهش تا پا  نیمورد استتفاده در ا  یهاباشتد. . نخستت، داده یآت  قاتیتحق ستازنهیزم
مستتمر عملکرد چارچوب بر  یابیارز د،وجو نیبود؛ با ا  یها ضترورمدل  ستهیو مقا  شیآزما ندیحفظ ثبات در فرآ یکه برا
 ی هاییایبلندمدت آن با پو  یباشتد تا ستازگار یآت  یهاپژوهش یبرا یموضتوع  تواندیبازار م  یهاداده  نیدتریجد  یرو

از    یاریت کته بستتت   یروزانته محتدود استتتت، در حتال  یهتامطتالعته بته داده نی. دوم، اردیمورد آزمون قرار گ زینوظهور بتازار ن
( عمتل    ۲کیت ت  ایت   یاقتهیدق  یهتابتا فرکتانس بتالاتر )متاننتد داده  یهتاداده  یبر رو  یتمیالگور  یمعتاملات  یهتایاستتتتراتژ

 نتدهیآ  قتاتیتحق  یحوزه بتاز برا  کیت   یعیو ستتتر زیپرنو  یهتاطیمح  نیمتدل در چن  یداریت عملکرد و پتا  یابیت . ارزکننتدیم
  کالیتکن لیتحل  یهاجامع از شتاخص یاهاستت؛ اگرچه از مجموع هایژگیمربوط به انتخاب و  تیمحدود  نیاستت. ستوم

 ل ی)مانند تحل نیگزیجا یهاها( و دادهشتترکت یدرآمد  یها)مانند گزارش  یادیبن یرهایمتغ ریاستتتفاده شتتد، اما تأث
را بهبود بخشتتد.  ینیبشیبه طور بالقوه دقت پ تواندیمنابع داده م  نیاحستتاستتات اخبار( در نظر گرفته نشتتد. ادغام ا

ها به آن یعادلانه، ابرپارامترها  ستهیمقا یکه برا شتودیمربوط م  یاستهیمقا یهامدل  یبه معمار تیدمحدو نیچهارم
باشتد. در    زیمبنا ن  یهامدل  یابرپارامترها  یستازنهیشتامل به  توانستتیتر مجامع  ستهیمقا کیشتدند.   میصتورت ثابت تنظ

در  قیکه تحق شتودیمحستوب م  یعمل تیحدودم کی  زین  یشتنهادیخود مدل پ یستازنهیبه ندیفرآ یدگیچیپ ت،ینها
 بخشد. عیرا تسر ندیفرآ نیا تواندیکارآمدتر م  یسازنهیبه  یهامورد روش 

با ادغام  توانی. در حوزه توستعه مدل، مکندیباز م ندهیآ یرا برا  دوارکنندهیام  یقاتیتحق  ریمست  نیپژوهش حاضتر، چند
پرداخت.  هایژگیو یستتازیاحستتاستتات اخبار، به غن لیتحل ایها شتترکت یادیبن یهامانند داده نیگزیمنابع داده جا

  یریادگیت بر توجته در    یمبتن  یهتابتا قتدرت متدل  را  OS-ELMکته ستتترعتت    یبیترک  یهتایمعمتار  یطراح  ن،یهمچن
استتفاده از  ،یریرپذیو تفست  یستازنهیبه  نهینوآورانه باشتد. در زم  ریمست  کی تواندیکنند، م  بیترک دهیچیپ  یهایوابستتگ

 
1 Recalibration 
2 Tick Data 
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جبهه "  میامکان استتخرا  مستتق  ،یوزن  بیترک  یبه جا  )II-1NSGA)مانند  یچندهدفه واقع یستازنهیبه  یهاتمیالگور

قتابتل  یهوش مصتتتنوع  یهتاکیت تکن  یریکتارگبته ن،یبر ا  . علاوهآوردیدقتت و ستتترعتت را فراهم م نیکتامتل ب "  ۲وپتارت
  یقیتطب  یدهوزن زمیمدل و درک بهتر مکان  ماتیتصتم یستازبه شتفاف تواندی، م 4SHAP( مانند   3XAI) حیتوضت 

 ی مال  یبازارها  یعملکرد مدل بر رو  یابیارز  ،یو کاربرد عمل  یاعتبارستتتنج یدر راستتتتا تاً،ی. نهادینما یانیکمک شتتتا
  ی چارچوب در بازارها   نیا یابیاست.  به طور خاص، ارز یمتفاوت )مانند رمزارزها( ضرور یهاییو دسته دارا یالمللنیب
بازارها اغلب با  نیارزشتتمند خواهد بود. ا اریبستت   یقاتیتحق  ریمستت  کی ران،یا  هیدر حال توستتعه، مانند بازار ستترما یمال

  ی از بازارها  ع،یستر  یستاختار  راتییتغ لیبه دل  "مفهوم  رییتغ"  دهیپد  یو بستامد بالا   دترینوستانات شتد رینظ  ییهایژگیو
مفهوم( و  رییتغ  تیریمد  ی)برا یقیتطب  یما، با توجه به ستاختار گروه یشتنهادی. چارچوب پشتوندیم  زیمتما  افتهیتوستعه
  نیا  یتجرب  یدارد و اعتبارستتنج ییایپو  یهاطیمح نیت در چنیموفق  یبرا  ییبالا   لیبالا، پتانستت   یمحاستتبات  ییکارا

  یط  یآن را برا  یرا بته اثبتات رستتتانتده و ارزش کتاربرد  کردیرو  نیا  یجهتان  یریپتذمیتعم تیت قتابل  توانتدیم اتیت فرضتتت 
  ی ها یمدل در استتتراتژ  یخروج  یستتازادهیپ  ،یبعد یگام عمل ت،یاز فعالان بازار مشتتخص ستتازد. در نها  یترعیوستت 
 خواهد بود. 5مانند نسبت شارپ  یواقع یمال یارهایآن با مع  یابیو ارز  یتمیالگور  یملاتمعا

گونته کمتک متالی از هی  فرد، نهتاد و ستتتازمتانی دریتافتت برای ارائته مطتالتب و نگتارش این مقتالته هی   تع ار  من افع:
نشتده استت و نتایج و دستتاوردهای این مقاله به نفع یا ضترر ستازمان یا فردی خاص نخواهد بود. حضتور نویستندگان در 

 گونه تعارض منافعی ندارند.طرف ولی متخصص بوده است و نویسندگان هی این پژوهش به عنوان شاهدی بی
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